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[ Introduction

This section identifies the Security Target (STardet of Evaluation (TOE), and the ST organizatidine
Target of Evaluation (TOE) is the Virtual ComputiRtatform v3.5.1, and will hereafter be referrechto
the TOE throughout this document. The TOE is a afefour nodes that compose a storage and
virtualization system housed within one or more gitgl chassis running the Nutanix Operating System
(NOS). Multiple chassis can be combined into aglsincluster to provide a unified storage and
virtualization pool. Virtualization support is pfided to run Virtual Machines (VMs) on the systemtile
storage is provided to meet the storage needsosEtirMs. This allows the TOE to be a unified solut

for virtual server management while eliminating awistration overhead by removing the need for a
separate storage network.

1.1 Purpose

This ST is divided into nine sections, as follows:

e Introduction (Section 1) — Provides a brief summafythe ST contents and describes the
organization of other sections within this documetit also provides an overview of the TOE
security functionality and describes the physicad #ogical scope for the TOE, as well as the ST
and TOE references.

» Conformance Claims (Section 2) — Provides the itleation of any Common Criteria (CC),
Protection Profile, and Evaluation Assurance LefleAL) package claims. It also identifies
whether the ST contains extended security requinésne

» Security Problem (Section 3) — Describes the tkreatganizational security policies, and
assumptions that pertain to the TOE and its enwient.

e Security Objectives (Section 4) — Identifies thewsiy objectives that are satisfied by the TOE
and its environment.

 Extended Components (Section 5) — Identifies nempmnents (extended Security Functional
Requirements (SFRs) and extended Security Assur&emirements (SARs)) that are not
included in CC Part 2 or CC Part 3.

»  Security Requirements (Section 6) — Presents tiiRs3Rd SARs met by the TOE.

* TOE Security Specification (Section 7) — Describies security functions provided by the TOE
that satisfy the security functional requirememtd abjectives.

» Rationale (Section 8) - Presents the rationaletfersecurity objectives, requirements, and SFR
dependencies as to their consistency, completeardssuitability.

e Acronyms (Section 9) — Defines the acronyms usiitimthis ST.

1.2 Security Target and TOE References
Table 1 below shows the ST and TOE references.
Table | ST and TOE References

ST Title Nutanix, Inc. Virtual Computing Platform v3.5.1 Security Target
ST Version | Version 0.1 |

ST Author Corsec Security, Inc.
ST Publication Date \ 2014-08-27

TOE Reference Nutanix Virtual Computing Platform v3.5.1
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1.3 Product Overview

The Product Overview provides the introductiontte bverall product offering.

The Virtual Computing Platform is a virtualizatipfatform composed of a networked cluster of notias t
can host VMs offering services to users (typicakyvirtual servers). These virtual servers candesl for
any application the users of the server requirehsas web, email, or others. The Virtual Computing
Platform also offers storage for those VMs to usemvoffering services. The unification of storagel
virtualization on a single platform eliminates theed for a separate storage network. This cutshead
and administrative costs for operating a virtudilma platform. Additionally, the Virtual Computing
Platform scales linearly to meet increased virsealer processing or storage needs by allowingiaddi
nodes to be added to the cluster individually. sTdompounds the overhead-reducing effects inhéneat
virtualization platform, which reduces hardware de@ramatically as compared to a traditional server
infrastructure.

Nodes are hardware boards housed within one or oi@gsis running the NOS software and providefall o
the functionality for the cluster except data sgera Data storage is provided by the disk hardwaresed
within the chassis. Each node provides storagevatuhlization services to users, with multipledes
being used for redundancy. Each chassis can m@ldafour nodes, depending on the model. A nedge i
blade with a complete instantiation of server hadw(processor, memory, storage, and network) that
supports the virtualization and storage needsegyistem’s users.

The Virtual Computing Platform makes use of theséxg physical network infrastructure to conneathea
node together using standard network protocoldierathan a private physical network. The Virtual
Computing Platform provides it's own private subfatinternal cluster communications. This subiset
typically configured to be inaccessible by entititiser than cluster nodes.

The foundational unit for the Nutanix Virtual Comijmg Platform is a grouping of four nodes withineaio
four chassis, each of which contains processoemaony, and local storage (Solid State Drives (SSiDs)
hard disks) and runs a standard hypervisor. Eade hosts a Nutanix Controller VM (CVM) also known
as Service VM that enables the pooling of localegie from all nodes in the cluster.

Each chassis model can contain differing numbersooies. For example, the 1050 and 30x0 series can
hold up to four nodes within a single chassis,&80g0 series can hold only two nodes per chassisttan
7110 series holds only a single node per chad3sis. number of nodes in the chassis determineseitand
number of the model. For example, an NX-3050 sesfessis with four nodes would be referred tdas t
NX-3450. The models differ only in the hardwaredfications for each node, such as processing powe
amount of memory, and number of network connectsupported. In all other respects, the nodes tpera
identically.

When a guest VM running on a node submits a weitpiest through the hypervisor, that request isteent
the CVM on the node. To provide a rapid respoosthé guest VM, this data is first stored on th®SS
PCIé device, within a subset of storage called the HZiEhe. This cache is rapidly distributed across th
10 GbE network to other SSD-PCle devices in the clust#OT Cache data is periodically transferred to
persistent storage within the cluster. Data igtemi locally for performance and replicated on iplgt
nodes for high availability.

When the guest VM sends a read request throughyibervisor, the CVM first checks local storage dor
copy of the data. If the host does not contaiocallcopy, then the CVM will read across the netwfoom
another host in the cluster that does contain §.cafs remote data is accessed, it is migrateddmage
devices on the current host, so that future reqdests are local.

1 PCle — Peripheral Component Interconnect Express
2 GbE - Gigabit Ethernet
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The Nutanix Distributed Filesystem (NDFS) is at ttare of the Nutanix Platform. NDFS manages all
metadata and data, and enables core features. N®MEE underpinning architectural element that
connects the storage, compute resources, CVM, lamchypervisor. It also provides full Information
Lifecycle Management (ILM), including localizing @ato the optimal node. The software portion @& th
solution is referred to as NOS.

1.3.1 Smart metadata

Metadata is distributed among all nodes in thetehis order to eliminate any single point of faguand to
allow scalability that increases linearly with diersgrowth. The metadata is partitioned using resistent
hashing scheme to minimize the redistribution gfsk@uring cluster-sizing modifications.

The system enforces strong consistency throughstildited consensus algorithm.  Quorum-based
leadership election eliminates potential “split ibtascenarios, which ensures strict consistency of
configuration data.

1.3.2 Data availability

NDFS was designed from the ground up to be extrefaeilt-resilient. It ensures data availabilitytime
event of a node, controller, or disk failure. NDEfates redundant copies of the data and keeps the
replicas (copies) on separate nodes. Writes teisydata are logged in the fastest disk tier theludes
PCle SSDs. These can be configured to replicabmther controller before the write is committdtia

node or disk failure occurs, NDFS automaticallyuits data copies to ensure a copy of the datairsma
available as much as possible.

The platform is designed to recover automaticalynf loss of physical components. By leveraging the
distributed nature of the cluster, the platformamtively scrubs data to resolve disk or data errdfsa
controller VM fails, all disk 1/3 requests are automatically forwarded to anothatrober VM until the
local controller becomes available again. Thisitetogy is completely transparent to the hyperyisod
guest VMs continue to run normally. In the case ofode failure, an HRevent is automatically triggered
and VMs fail over to other hosts within the clust&utanix localizes disk I/O operations by migngtidata

to the virtual machine’s local CVM. Simultaneoydiiata is re-replicated to maintain a consistembler

of replicas.

NDFS provides built-in converged backup and disasteovery. The converged-backup capabilities
leverage array-side snapshoamd clone¥ which are performed using sub-node-level chargeking at
the VM and file level. The snapshots and clonesiastantaneous, and thin provisioning maintainy ve
low overhead. These capabilities also support twger array offload capabilities.

Snapshots can be configured on a standard schaddlean be replicated to remote sites using aidgy-s
replicatiolf. This replication is configurable at the VM leyahd only the sub-node-level changes are
shipped to the remote replication site.

1.3.3 Data efficiency

A core design principle of the Nutanix platformdiata localization. It keeps data proximate to\tieand

allows write 1/0 operations to be localized on tkame node. If a VM migrates to another host iewnt
such as Distributed Resource Scheduling (DRS)d#ta automatically follows the VM so it maintaime t
highest performance. After a certain number ofl nemuests made by a VM to a controller that ressate

3 1/0 = Input/Output

4 HA —High Availability

5 Snapshots refer to point-in-time backups of fitest exist as they were at the time the snapshstaken.

% Clones are copies of VMs.

" Array offload refers to distributing computatiomedrkloads to the storage array rather than hatfirgclient perform
these tasks.

8 Array-side replication refers to the storage sysseability to copy snapshots.
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another node, Nutanix ILM transparently moves thmote data to the local controller. The read BO i
served locally, instead of traversing the network.

Nutanix incorporates heat-optimized tiering (HOWhich leverages multiple tiers of storage and optiyn
places data on the tier that provides the besbpeeince. The architecture was built to supporlldisks
attached to the controller VM (PCle SSD, HDD) adlas remote (NAY and cloud-based source targets.
The tiering logic is fully extensible, allowing netiers to be dynamically added and extended. The
Nutanix system continuously monitors data-accestes to determine whether access is random,
sequential, or a mixed workload. Random I/O waaki® are maintained in an SSD tier to minimize seek
times. Sequential workloads are automatically gdisioato HDD to improve endurance.

The most frequently accessed data (hot data) esidéhe highest performance tier (PCle SSD). Tibat
is not just a cache — it is a truly persistent t@rboth read and write operations. The nextdstttiata is
placed on the SSD tier, which serves as spilloweitiie highest-performance tier (PCle SSD), as a=l|
Quality of Service (QoS)-controlled data. Coldadatts on hard disk drives, the highest-capacitgstm
economical tier.

NDFS array-side compression capabilities work imbmation with Nutanix ILM. For sequential
workloads, data is compressed during the write aj®r using in-line compression. For batch worllka
post-process compression adds significant valugates is compressed once it becomes idle and ILM has
moved it down to the highest capacity tier (HDDAI compression configurations are carried out at a
container level, and operate at a granular VM aleddvel. Decompression is done at the sub-negel|

to ensure precise granularity. The operationsraitored by the ILM process, which proactively rasv
frequently accessed, decompressed data up to artpgiformance data tier.

1.3.4 VM Support

The product provides the capabilities to run VMstlire operating environment via a VM controller
installed as part of the hypervisor. The guest M\dst the virtualized services that make sure ef th
storage provided by and managed by the CVM. VMslmaimported to the product from any supported
VM controller such as Vmware ESXi, KV and Hyper-V. Administrative users can backup dMa
along with user data through replication functidtyahvailable on the product. The product supparts
number of guest VMs, including Windows Server 2@8vice Pack (SP) 2 and Centos 6.4.

1.3.5 Management Interfaces

The product offers both a Command Line Interfac&l(@alled the Nutanix CLI (nCLI) and a web
Graphical User Interface (GUI) called the Web Cdmdbat can be used to maintain and configure the
product. The CLI is run over Secure Hyptertextnbfar Protocol (HTTPS) and is downloaded from the
Web Console. Once retrieved, the CLI is run asaadalone application on the administrative user’s
workstation. The Web Console also communicate$ifiaPS.

1.4 TOE Overview

The TOE Overview summarizes the major securityuiesst of the TOE. The TOE is hardware and
software that provides the security functionaligfided below. The TOE consists of all the softwanel
node hardware running on the Nutanix Virtual CompmtPlatform in a four-node configuration. This
means the chassis and hard disks are considereith tie TOE environment.

The TOE enforces a Virtual Disk Access Security diiamality Policy (SFP) on virtual servers that the
TOE hosts. This SFP controls virtual server actesthe storage that the TOE provides. In order to

9 NAS — Network Attached Storage
0 KVM — Kernel-based Virtual Machine
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determine if a virtual server can access a virtlisk, the TOE first checks an NFS whitelist, andnth
checks to determine if the virtual server has bmmriigured to access the NFS share.

The TOE enforces a Virtual Disk Locking SFP on mi$eattempting to write to or execute files stooed
virtual disks. This SFP allows a read or execyieration if the process requesting the operatia ha
obtained a virtual disk lock. If a virtual diskclo does not currently exist for the virtual disketTOE
allows the process to obtain a virtual disk lo€therwise, the operation request is denied.

The TOE is designed to be especially resilientragahe failure of its hardware components. Inghent
of a node or disk failure, the TOE continues offgrall of its functionality to TOE users.

The TOE generates audit records for all configorathanges made via the management interfaces (the
Web Console and the nCLI). Within these audit rdspthe TOE includes basic information about the
event in a human-readable format. The TOE provigéiable time stamps that are used to preserve the
order of events for the audit records.

The TOE includes a set of management interfaceis atiministrators can use to view the audit logs,
configure failover functionality, manage TOE safh manage user accounts, and configure the storage
provided by the TOE. The management interfacesatsm be used to configure the Virtual Disk Access
SFP and Virtual Disk Locking SFPs. Storage optimmtdude access type (pass-through or virtual disk
format), tiering options (SSD or HDD), and maximeapacity allocated. There is only one administeati
role defined for the TOE. Administrative users &ag out of their management sessions at any time.

The TOE requires administrative users to perforeniiication and authentication before accessing an
TOE functionality besides the nChlel p command. During authentication via the Web Ctmsonly
obscured feedback is provided to the administratiser. The TOE maintains passwords for local user
accounts and their associated usernames. Passwost®e at least eight characters long.

1.4.1 TOE Environment

The TOE environment can optionally contain addgilddutanix nodes or multiple instances of the TOE t
provide increased redundancy and scalability.

The TOE is designed to run and store multiple gids that offer virtualized services to end users.
These VMs are considered to be environmental commpsrrunning on the TOE and other instances of the
TOE. At least one guest VM must be running in otdemake use of the storage functionality provitdgd
the TOE.

The TOE requires users to access storage and eenvicough appropriate clients on a general purpose
computer. Administrative users should access theb \@onsole through a modern graphical browser
running Java v5.0 or higher. Administrative usshsuld access the nCLI via the provided application
codé’ that can be downloaded via the Web Console. Bbeoark infrastructure that provides connectivity
between users and the TOE is also part of the @mvient.

It is assumed that only trusted users or softwaxelaccess to the TOE hardware components. Iti@udi
the TOE hardware components are intended to beoygieghlin a physically secure cabinet, room, or data
center with the appropriate level of physical ascasntrol and physical protection (e.g. badge a;dee
control, locks, alarms, etc.).

The TOE must have access to an NTP server thgtroaide reliable time stamps to the TOE.

111t should be noted that the application code (mmmn the administrative user workstation) for ti@L| provides
similar functionality to a web browser in the settsat it is only used to display return data fromal @ass commands to
the nCLI (running on the TOE hardware). Thereftiie nCLI application code is considered to be auired
component of the IT Environment and not part of TRE.
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Figure 1 shows the details of the deployment caméition of the TOE.

First instance Second instance Nth instance
of the TOE of the TOE of the TOE

Network

Admin Workstation User Workstation NTP Server

Figure | Deployment Configuration of the TOE

1.5 TOE Description

The TOE Description provides a context for the T@®aluation by defining the specific evaluated
configuration. This section primarily addresses fh@E environment and the physical and logical
components of the TOE that are included in theuatain.

1.5.1 Physical Scope

The physical scope of the TOE includes the hyperyithe node hardware, and NOS. The hypervisor
provides the basic interface to the system hardaadeprovides a virtualized space for NOS to ruthiwi

a CVM. NOS provides all of the non-virtualizatiftnctionality for the TOE. The TOE includes four
nodes running in a single cluster on one or moth@fithassis listed below.

The evaluated configuration of the TOE was testedttee NX-3450 hardware platform running NOS
v3.5.1. NOS was not tested on, but is capableihing on other platforms and is derived from alk&n
image, with different functionality enabled or dited to support the hardware platform. The hymenvi
used for testing was VMware ESXi v5.1 Ul. The sarpgd chassis include:

* NX-1050 series,
* NX-3050 series,
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* NX-3051 series,
* NX-3060 series,
 NX-3061 series,
* NX-6020 series,
* NX-6050 series,
* NX-6060 series,
* NX-6070 series,
* NX-6080 series,
e NX-7110 series.

Figure 2 illustrates the physical scope and thesiglay boundary of the overall solution and tiesetbgr all
of the components of the TOE and the constitueitiseoT OE environment.

Nutanix Virtual Computing Platform v3.5.1 Page 10 of 46

© 2014 Nutanix, Inc.
This document may be freely reproduced and distributed whole and intact including this copyright notice.



Security Target, Version 0.1 1 August 27, 2014

Key:
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TOE l
Boundary
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Al agare, NodeZtariaey | Nede arivare | Noestaravare |

Virtual

Figure 2 Physical TOE Boundary

The TOE boundary includes all of the Nutanix-depeld parts of a four-node deployment of the Virtual
Computing Platform. Any third-party source codesoftware that Nutanix has modified for the Virtual

Computing Platform is also considered to be TOHEwsne. The TOE boundary does not include any of
the environmental components shown above in Figure

¢ Guest VMSs running on the system,
¢ Administrator workstation,
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» User workstation,

* nCLI appliance code (running on the administratorkstation)

* TOE instances 2 through n.

The TOE also does not include the chassis harderadisks.

It should be noted that at least one guest VM rhastunning as part of the TOE environment in ofder

the storage provided by the TOE to be used.

1.5.1.1 Guidance Documentation

Table 2 guides are required reading and part oT ©E.

Table 2 Guidance Documentation

Document Name

Nutanix Platform Administration Guide NOS 3.5 |5-Apr-
2014

Description ‘

Contains information on how to maintain and
configure the TOE.

Nutanix Web Console Guide NOS 3.5 |15-April-2014

Contains information on how to use the Web
Console management interface.

Nutanix Command Reference Guide NOS 3.5 [|3-Mar-
2014

Lists the commands available from the nCLI along
with a description of how to use each command.

Nutanix Setup Guide NOS 3.5 [5-Apr-2014

Contains information for the initial setup of the
TOE.

Nutanix REST API Reference NOS 3.5 03-Jan-2014

Contains information for the REST APl used to
access TOE functionality.

Nutanix Physical Installation Guide NX-1000, NX-3050,
NX-6000, and NX-7000 Series 764-0015-0004 Rev A
15-Apr-2014

Contains information related to setting up the TOE
hardware.

Nutanix Upgrade Guide NOS 3.5.1 27-Mar-2014

Contains information on upgrading the TOE to the
evaluated version of NOS.

Nutanix Release Notes NOS 3.5.1 18-Feb-2014

Contain information on updates since the previous
release of the Virtual Computing Platform.

Nutanix, Inc. Virtual Computing Platform v3.5.1

Guidance Supplement v0.6

Contains information regarding specific
configuration for the TOE evaluated configuration.

1.5.2 Logical Scope

The logical boundary of the TOE will be broken dointo the following security classes which are liert
described in sections 6 and 7 of this ST. Thechlgscope also provides the description of the ritgcu

features of the TOE. The security functional regmients implemented by the TOE are usefully grouped

under the following Security Function Classes:

e Security Audit,

» User Data Protection,

» |dentification and Authentication,
»  Security Management,
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«  Protection of the TSE
* Resource Utilization, and
e TOE Access.

1.5.2.1 Security Audit

The TOE records the actions of administrative useasle through the nCLI or Web Console. Logs can
only be reviewed through the Web Console. Admiatste users are the only ones with access to tab W
Console.

1.5.2.2 User Data Protection

The TOE enforces access controls on storage aflddat virtual machines. This storage is provided v
NFSv4 shares. Access to this storage is contrail@chin NFS whitelist that lists the IP addresewéry
host that is allowed to access the storage. ThE &S0 provides information controls so that onhe o
client can modify virtual disk data at a time.

1.5.2.3 Identification and Authentication

The TOE requires users to identify and authentitt@enselves to the TOE before granting permission t
access any of the TOE’s functionality. Administratusers are required to define strong passwads f
themselves. The TOE stores each local user acsaisgrname, password, and role. While logginghe,
TOE obscures passwords for administrative users.

1.5.2.4 Security Management

The TOE provides the Web Console and the nCLI &dministrative users can use to manage the TOE.
Administrative users can manage attributes reltddtie virtual storage and Virtual Disk Locking jotés

via these interfaces. The Virtual Disk Access @okllows any process to connect via NFSv4 and ases
white-list to restrict access to the NFS sharele Virtual Disk Locking policy allows any storagecass
requests to be made by default, unless a virtield & already locked. Administrative users caro als
manage user accounts, storage, and view statistiagrtual machines on the TOE. Administrativests
can assume the User Administrator role, Cluster ihtstmator role, or can be assigned both sets of
privileges at once for the Web Console and nCLI.

1.5.2.5 Protection of the TSF

The TOE has the capability to provide time stangpsafidit records in order to preserve the propéeioof
events. The TOE also maintains its full capaletiitivhen a physical disk or node fails.

1.5.2.6 Resource Utilization

The TOE makes use of redundant nodes to preveirigée spoint of failure. The TOE remains fully
operational with all data intact even if an enptgsical disk or node fails.

1.5.2.7 TOE Access
The TOE provides the capability for administrativgers to log out from the Web Console and nCLI.

1.5.3 Product Physical and Logical Features and Functionality not
included in the TOE

Features/Functionality that are not part of thdweated configuration of the TOE are:

* Guest VMs are not included within the TOE boundanyg none of the functionality they provide
has been tested as part of this evaluation.

12 TSF — TOE Security Functionality
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* The management interfaces for the hypervisor ateimduded within the TOE boundary and
should be considered part of the IT environment.

» The Intelligent Platform Management Interface (IPhd SSH access to the CVM are excluded
from the evaluation.

* The cryptography used in the HTTPS connectiongHermanagement via GUI and CLI has not
been tested as part of this evaluation.

 The data efficiency claims in section 1.3.3 have Ineen explicitly evaluated as part of this
evaluation.

e Physical disks.
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2 Conformance Claims

This section and Table 3 provide the identificationany CC, Protection Profile (PP), and EAL pagpka
conformance claims. Rationale is provided for @xyensions or augmentations to the conformance
claims. Rationale for CC and PP conformance claiamsbe found in Section 8.1.

Table 3 CC and PP Conformance

Common (oY [T7F) Common Criteria for Information Technology Security Evaluation, Version 3.1,
(o) I [ [ 141 [T Tae) W Revision 4, September 2012; CC Part 2 conformant; CC Part 3 conformant;
and Conformance Parts 2 and 3 Interpretations of the CEM" as of 2013-06-21 were reviewed, and
no interpretations apply to the claims made in this ST.

PP ldentification None

Evaluation EAL2+ conformant augmented with ALC_FLR.2
Assurance Level

13 CEM — Common Evaluation Methodology
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3 Security Problem

This section describes the security aspects ofethéronment in which the TOE will be used and the
manner in which the TOE is expected to be employ#dprovides the statement of the TOE security
environment, which identifies and explains all:

* Known and presumed threats countered by eitheF@te or by the security environment

» Organizational security policies with which the T@tst comply

« Assumptions about the secure usage of the TOER)dirgd physical, personnel and connectivity
aspects

3.1 Threats to Security

This section identifies the threats to thé*l@issets against which protection is required byTi®& or by
the security environment. The threat agents avidelil into three categories:

e Attackers who are not TOE users: They have pubiimkedge of how the TOE operates and are
assumed to possess a low skill level, limited resesito alter TOE configuration settings or
parameters and no physical access to the TOE.

» TOE users: They have extensive knowledge of howltBE operates and are assumed to possess
a high skill level, moderate resources to alter T@iafiguration settings or parameters and
physical access to the TOE. (TOE users are, hawassumed not to be willfully hostile to the
TOE.)

* Natural threats: There are threats to the TOE i8gcHunctionality (TSF) that are a natural
byproduct of the systems that compose the TOE, aschlectromagnetic interference on a line
during transmission of user data.

All are assumed to have a low level of motivatiofhe IT assets requiring protection are the *f%fd
user data saved on or transitioning through the B@Q& the hosts on the protected network. Removal,
diminution and mitigation of the threats are throutpe objectives identified in Section 4 Security
Objectives. Table 4 below lists the applicable#ts.

Table 4 Threats

Name Description

T.DATA_CORRUPTION User data and configuration data could become corrupted due to
hardware failure or incorrect system operations.

T.IMPROPER_SERVER A TOE user or attacker could attempt to bypass the access controls
provided by the TOE by using one of the systems connected to the
TOE.

T.NO_AUDIT An TOE user or attacker may perform security-relevant operations

on the TOE without being held accountable for them.

3.2 Organizational Security Policies
There are no Organizational Security Policies (Q$letned for this ST.

1T - Information Technology
15 TSF — TOE Security Functionality
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3.3 Assumptions

This section describes the security aspects ofintended environment for the evaluated TOE. The
operational environment must be managed in accoedarith assurance requirement documentation for
delivery, operation, and user guidance. Tablests lhe specific conditions that are required tsuen the
security of the TOE and are assumed to exist iaraironment where this TOE is employed.

Table 5 Assumptions

Name Description

A.NOEVIL It is assumed that the administrators who manage the TOE are not
careless, negligent, or willfully hostile, are appropriately trained, and
follow all guidance.

A.LOCATE It is assumed that the TOE is located within a controlled access facility
and is physically available to authorized administrators only.

A.CONNECTIVITY It is assumed that the IT Environment will be configured in such a way
as to allow TOE users to access the information stored on the TOE.

A.TIME It is assumed that the IT Environment will provide the time for the
TOE from a reliable source.

A.INTERNAL_STORAGE_NETW | The network that the TOE uses for storage transfer is intended to be
ORK an internal private network that is protected from access by entities
outside of the organization. External access to storage services are
blocked by the TOE environment.

A.INTERNAL_USERS It is assumed that TOE users accessing the storage on the TOE reside
on the internal network and are not careless, negligent, or willfully
hostile with regard to their access of the TOE.
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4 Security Objectives

Security objectives are concise, abstract statesrafnthe intended solution to the problem defingdhe
security problem definition (see Section 3). Tle¢ af security objectives for a TOE form a highdev
solution to the security problem. This high-legelution is divided into two part-wise solutionghe
security objectives for the TOE, and the securitjectives for the TOE’s operational environmentiisT
section identifies the security objectives for TReE and its supporting environment.

4.1 Security Objectives for the TOE

The specific security objectives for the TOE astell in Table 6 below.
Table 6 Security Objectives for the TOE

Name Description

O.ADMIN The TOE must provide a method for administrative users to manage
the TOE.
O.USER_DATA The TOE must prevent unauthorized modifications to configuration

and user data that it has been entrusted to protect.

O.AUDIT The TOE must record events of security relevance at the "not
specified" level of audit. The TOE must provide authorized
administrators with the ability to review the audit trail in order to
identify when misconfigurations have occurred.

O.FAULT_TOLERANCE The TOE must be resilient against node or disk failures that might
affect the security of the information it contains.

O.AUTHENTICATE The TOE must authenticate administrative users before granting them
access to TOE functionality that can affect the enforcement of security
functionality provided by the TOE. Administrative users must use
secure credentials to access TOE functionality.

4.2 Security Objectives for the Operational
Environment

This section describes the environmental objectives

4.2.1 IT Security Objectives

Table 7 below lists the IT security objectives thed to be satisfied by the environment.

Table 7 IT Security Objectives

Name Description

OE.PROPER_NAME_ASSIGNMEN | Each VM within the TOE Environment must provide accurate unique
T server identifiers for each server (running as a guest VM) that accesses
storage on the TOE.

OE.SECURE_COMMUNICATION | The TOE Environment must provide un-tampered communications
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Name Description

between systems connected to the TOE.

OE.CONNECT The TOE administrators will configure the IT Environment so that
users have proper network support to be able to access data on the
TOE.

OE.TIME The TOE Environment must ensure that the time is provided to the

TOE from a reliable source.

OE.INTERNAL_STORAGE_NET |The TOE environment must limit access to the TOE from external
WORK entities such that only internal hosts can access the NFS storage
functionality provided by the TOE.

4.2.2 Non-IT Security Objectives

Table 8 below lists the non-IT environment secuabjectives that are to be satisfied without impgsi
technical requirements on the TOE. That is, thédlyrvet require the implementation of functions time

TOE hardware and/or software. Thus, they will bas§ied largely through application of proceduoal
administrative measures.

Table 8 Non-IT Security Objectives

Name Description

OE.NOEVIL Sites using the TOE shall ensure that TOE administrators are not
careless, negligent, or willfully hostile, are appropriately trained, and
follow all guidance.

OE.PHYSICAL The TOE will be used in a physically secure site that protects it from
interference and tampering by un-trusted subjects.

OE.INTERNAL_USERS Sites using the TOE shall ensure that internal users are not careless,
negligent, or willfully hostile.
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5 Extended Components

This section defines the extended SFRs and exteBddts met by the TOE. These requirements are
presented following the conventions identified acfon 6.1.

5.1 Extended TOE Security Functional

Components
There are no extended SFRs defined for this ST.

5.2 Extended TOE Security Assurance

Components
There are no extended SARs defined for this ST.
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6 Security Requirements

This section defines the SFRs and SARs met by @E.TThese requirements are presented following the
conventions identified in Section 6.1.

6.1 Conventions

There are several font variations used within 8i1s Selected presentation choices are discussedidne
aid the Security Target reader.

The CC allows for assignment, refinement, selecsiod iteration operations to be performed on sgcuri
functional requirements. All of these operations ased within this ST. These operations are paedd
as described in Part 2 of the CC, and are shoviollag/s:

» Completed assignment statements are identifiedyUgadicized text within brackets)].

e Completed selection statements are identified usinderlined text within brackdts

« Refinements are identified usibgld text. Any text removed is stricken (Example-FSFPata
and should be considered as a refinement.

» Extended Functional and Assurance Requirementslangified using “EXT_" at the beginning of
the short name.

» lterations are identified by appending a letteparentheses following the component title. For
example, FAU_GEN.1(a) Audit Data Generation wouddthe first iteration and FAU_GEN.1(b)
Audit Data Generation would be the second iteration

6.2 Security Functional Requirements

This section specifies the SFRs for the TOE. Tastion organizes the SFRs by CC class. Table 9
identifies all SFRs implemented by the TOE and datis the ST operations performed on each
requirement.

Table 9 TOE Security Functional Requirements

Name Description S|A[R|I
FAU_GEN.I Audit Data Generation v v
FAU_SAR.I Audit review v
FDP_ACC.I Subset access control v
FDP_ACF.| Security attribute based access control v
FDP_IFC.I Subset information flow control v
FDP_IFF.1 Simple security attributes v
FIA_ATD.I User attribute definition v
FIA_SOS.| Verification of secrets v
FIA_UAU.2 User authentication before any action

FIA_UAU.7 Protected authentication feedback v
FIA_UID.2 User identification before any action

FMT_MSA.I Management of security attributes v v
FMT_MSA3 Static attribute initialisation v v
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Name Description S|AR]|I ‘
FMT_MTD.I Management of TSF data v v
FMT_SMF.1 Specification of Management Functions v
FMT_SMR.I Security roles 4
FPT_FLS.1 Failure with preservation of secure state v
FRU_FLT.2 Limited fault tolerance v

FTA _SSL.4 User-initiated termination

Note: S=Selection; A=Assignment; R=Refinement; I=Iteration
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6.2.1 Class FAU: Security Audit

FAU GEN.1  Audit Data Generation
Hierarchical to: No other components.
Dependencies: FPT_STM.1 Reliabletime stamps
FAU_GEN.1.1
The TSF shall be able to generate an audit redafiedollowing auditable events:
a) Start-up and shutdown of the audit functions;
b) All auditable events, for the [not speciflddvel of audit; and
c) [all configuration changes made via the Web Console and nCLI related to management
of the Virtual Disk Access SFP, management of user accounts, management of
containers, management of virtual disks, and management of virtual machines).
FAU_GEN.1.2
The TSF shall record within each audit record astiehe following information:
a) Date and time of the event, type of event, sub¢amttity (if applicable), and the outcome
(success or failure) of the event; and
b) For each audit event type, based on the auditaldetedefinitions of the functional
components included in the PP/SHio pther information].

FAU_SAR.1  Audit review

Hierarchical to: No other components.

Dependencies:. FAU_GEN.1 Audit data generation

FAU_SAR.1.1
The TSF shall provideWeb Console administrative users] with the capability to reada]l
information] from the audit records.

FAU_SAR.1.2
The TSF shall provide the audit records in a marsmétable for the user to interpret the
information.
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6.2.3 Class FDP: User Data Protection

FDP_ACC.1 Subset access contr ol
Hierarchical to: No other components.
Dependencies: FDP_ACF.1 Security attribute based access contr ol
FDP_ACC.1.1
The TSF shall enforce th¥iftual Disk Access SFP] on |
Subjects:
*  Virtual Servers'®
Objects:
* NFSshare
].

FDP_ACF.1 Security attribute based access control
Hierarchical to: No other components.
Dependencies. FDP_ACC.1 Subset access control
FMT_MSA.3 Static attributeinitialization
FDP_ACF.1.1
The TSF shall enforce th¥iftual Disk Access SFP] to objects based on the following: [
Subject (Virtual Server) attributes:

* Name
* HostID

Object (NFSshare) attributes:
* Name

e Maximum Capacity
*  NFSwhitelist
].
FDP_ACF.1.2
The TSF shall enforce the following rules to detieerif an operation among controlled subjects
and controlled objects is allowedf fthe host is on the NFS whitelist, then access is allowed
Otherwise, accessis denied)].
FDP_ACF.1.3
The TSF shall explicitly authorize access of sulsj¢o objects based on the following additional
rules: o other rules].
FDP_ACF.14
The TSF shall explicitly deny access of subjectshijiects based on thé fhe maximum capacity
isreached, accessis denied)].

FDP_IFC.1 Subset infor mation flow contr ol
Hierarchical to: No other components.
Dependencies: FDP_IFF.1 Simple security attributes

FDP_IFC.1.1
The TSF shall enforce th¥iftual Disk Locking SFP] on [
Subjects:
« Clients”
I nformation:
»  Virtual Disks
Operations:
e write
s execute

18 virtual servers are the guest VMSs running on tlEThat access the storage provided by the TOE.
7 Clients are processes on guest VMs that accesgystprovided by the TOE.
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FDP_IFF.1 Simple security attributes
Hierarchical to: No other components.
Dependencies. FDP_IFC.1 Subset infor mation flow control
FMT_MSA.3 Static attributeinitialization
FDP_IFF.1.1
The TSF shall enforce th¥iftual Disk Locking SFP] based on the following types of subject and
information security attributes: [
Subject (Processes) attributes:
* ProcessID
* Hostname
«  Host IP*® address
* ldletime
Information attributes:
* Virtual DiskID
e Virtual disk lock

].

FDP_IFF.1.2
The TSF shall permit an information flow betweetoatrolled subject and controlled information
via a controlled operation if the following ruleslti: [If the process (identified by process ID,
hostname, and host IP address) is designated in the virtual disk lock, access is allowed.
Otherwise, accessis denied)].

FDP_IFF.1.3
The TSF shall enforce thé fhe virtual disk does not currently have a virtual disk lock issued, the
process may obtain a virtual disk lock from a leader node™®. If the processidle time is 10 minutes
then the disk lock isreleased].

FDP_IFF.14
The TSF shall explicitly authorize an informatidow based on the following rulesnd other
rules].

FDP_IFF.15
The TSF shall explicitly deny an information flowded on the following rulesng other rules].

18|p — Internet Protocol
19 A leader node is a node in the cluster that ipaesible for issuing virtual disk locks.
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6.2.4 Class FIA: Identification and Authentication

FIA_ ATD.1 User attribute definition

Hierarchical to: No other components.

Dependencies: No dependencies

FIA_ATD.1.1
The TSF shall maintain the following list of sedyrattributes belonging to individual users:
[username, password].

FIA_SOS.1 Verification of secrets

Hierarchical to: No other components.

Dependencies. No dependencies

FIA_SOS.1.1
The TSZIOZ shall provide a mechanism to verify tharets meetdt least eight charactersin total
lengthl].

FIA_UAU.2 User authentication before any action

Hierarchical to: FIA_UAU.1 Timing of authentication

Dependencies: FIA_UID.1 Timing of identification

FIA_UAU.2.1
The TSF shall require each user to be successiullyenticated before allowing any other TSF-
mediated actions on behalf of that user.

FIA_UAU.7 Protected authentication feedback

Hierarchical to: No other components.

Dependencies:. FIA_UAU.1 Timing of authentication

FIA_UAU.7.1
The TSF shall provide onlyobscured feedback via the Web Console] to the user while the
authentication is in progress.

Application note: FIA_UAU.7 only applies to the Web Console. The m@iterface does not
obscure the password as it is typed in by an adinative user.

FIA_UID.2 User identification before any action

Hierarchical to: FIA_UID.1 Timing of identification

Dependencies. No dependencies

FIA_UID.2.1
The TSF shall require each user to be successiidiytified before allowing any other TSF-
mediated actions on behalf of that user.

20t should be noted that this requirement applidg o the Web Console and nCLI interfaces.
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6.2.5 Class FMT: Security Management

FMT_MSA.1 Management of security attributes
Hierarchical to: No other components.
Dependencies: FDP_ACC.1 Subset access control
FMT_SMF.1 Specification of management functions
FMT_SMR.1 Security roles
FMT_MSA.1.1
The TSF shall enforce th&/iftual Disk Access SFP] to restrict the ability to [change_default,
query, modify the security attributegyfpe, tiering options, maximum capacity] to [administrative
userg].

FMT_MSA.3 Static attributeinitialization
Hierarchical to: No other components.
Dependencies. FMT_MSA.1 Management of security attributes
FMT_SMR.1 Security roles
FMT_MSA.3.1
The TSF shall enforce th&/iftual Disk Access SFP] to provide [fedtrictive]] default values for
security attributes that are used to enforce tHe. SF
FMT_MSA.3.2
The TSF shall allow theafiministrative users] to specify alternative initial values to overrithe
default values when an object or information isated.

FMT_MTD.1 Management of TSF data
Hierarchical to: No other components.
Dependencies. FMT_SMF.1 Specification of management functions
FMT_SMR.1 Security roles
FMT_MTD.1.1
The TSF shall restrict the ability to [query, madifieleté the [user accounts, containers, and
virtual disks] to [administrative users).

FMT_SMF.1  Specification of Management Functions
Hierarchical to: No other components.
Dependencies. No Dependencies
FMT_SMF.1.1
The TSF shall be capable of performing the follogyvinanagement functionscdnfiguration of
the following functions:
»  Virtual Disk Access SFP attributes
e user accounts
» storage
* virtual machines (view statistics)
* management of the systemtime

.

FMT_SMR.1  Security roles

Hierarchical to: No other components.

Dependencies. FIA_UID.1 Timing of identification

FMT_SMR.1.1
The TSF shall maintain the role¥der Administrator, Cluster Administrator®] for the Web
Consoleand nCLI.

FMT_SMR.1.2

2 An administrative user can have one or both of¢heles.
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The TSF shall be able to associate users with.roles
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6.2.6 Class FPT: Protection of the TSF

FPT_FLS.1 Failurewith preservation of secure state
Hierarchical to: No other components.
Dependencies: No dependencies.
FPT_FLS1.1
The TSF shall preserve a secure state when thtenfiold) types of failures occur: [
« failure of a single node in a multi-node® configuration,
» failure of up to all disks on a single node in a multi-node configuration.

22 Multi-node refers to configurations with two or reanodes installed on a single system.
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6.2.7 Class FRU: Resource Utilization

FRU FLT.2 Limited fault tolerance
Hierarchical to: FRU_FLT.1 Degraded fault tolerance
Dependencies: FPT_FLS.1 Failure with preservation of secure state
FRU FLT.2.1
The TSF shall ensure the operation of all the T@&[sabilities when the following failures occur:

[

» failure of a single node in a multi-node configuration,
» failure of up to all disks on a single node in a multi-node configuration
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6.2.8 Class FTA: TOE Access

FTA_SSL.4 User-initiated ter mination
Hierarchical to: No other components.
Dependencies: No dependencies
FTA SSL.4.1
The TSF shall allow user-initiated termination lo€ user’'s own interactive session.
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6.3 Security Assurance Requirements

This section defines the assurance requirementhéil OE. Assurance requirements are taken fram th

CC Part 3 and are EAL2+. Table 10 Assurance Reougnts summarizes the requirements.

Table 10 Assurance Requirements

Assurance Requirements

Class ASE: Security Target
evaluation

ASE_CCL.I Conformance claims

ASE_ECD.| Extended components definition

ASE_INT.I ST introduction

ASE_OBJ.2 Security objectives

ASE_REQ.2 Derived security requirements

ASE_SPD.| Security problem definition

ASE_TSS.|I TOE summary specification

Class ALC : Life Cycle Support

ALC_CMC.2 Use of a CM system

ALC_CMS.2 Parts of the TOE CM coverage

ALC_DEL.| Delivery procedures

ALC_FLR.2 Flaw reporting procedures

Class ADV: Development

ADV_ARC.| Security architecture description

ADV_FSP.2 Basic functional specification

ADV_TDS.I Basic design

Class AGD: Guidance documents

AGD_OPE.| Operational user guidance

AGD_PRE.| Preparative procedures

Class ATE: Tests

ATE_COV.I Evidence of coverage

ATE_FUN.I Functional testing

ATE_IND.2 Independent testing — sample

Class AVA: Vulnerability assessment

AVA_VAN:.2 Vulnerability analysis
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7 TOE Security Specification

This section presents information to detail how T@E meets the functional requirements described in
previous sections of this ST.

7.1 TOE Security Functionality

Each of the security requirements and the associ@d¢scriptions correspond to a security functidpali
Hence, each security functionality is described How it specifically satisfies each of its related
requirements. This serves to both describe theriggedunctionality and rationalize that the setyri
functionality satisfies the necessary requiremenfable 11 lists the security functionality and ithe
associated SFRs.

Table 11 Mapping of TOE Security Functionality to Security Functional Requirements

TOE Security Functionality

Description

Security Audit FAU_GEN.I Audit Data Generation
FAU_SAR.I Audit review
User Data Protection FDP_ACC.I Subset access control
FDP_ACF.1 Security attribute based access
control
FDP_IFC.I Subset information flow control
FDP_IFF.1 Simple security attributes
Identification and Authentication FIA_ATD.I User attribute definition
FIA_SOS.1 Verification of secrets
FIA_UAU.2 User authentication before any
action
FIA_UAU.7 Protected authentication feedback
FIA_UID.2 User identification before any
action
Security Management FMT_MSA.I Management of security attributes
FMT_MSA.3 Static attribute initialisation
FMT_MTD.I Management of TSF data
FMT_SMF.1 Specification ~ of = Management
Functions
FMT_SMR.I Security roles
Protection of the TSF FPT_FLS.1 Failure with preservation of
secure state
Resource Utilization FRU_FLT.2 Limited fault tolerance
TOE Access FTA_SSL.4 User-initiated termination
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7.1.1 Security Audit

The TOE records audits for each administrative asgion on the nCLI and Web Console. These audit
records can only be viewed by administrative usezghe Web Console. Audit is started upon stadiip
the TOE and does not halt until the TOE is shutdowthough the TOE does not audit the startup and
shutdown of the audit function, it does audit ttextsip and shutdown of the TOE, thereby indicatirgen

the audit function is started and stopped as well.

The TOE audit records contain the information tsite Table 12.
Table 12 Audit Record Contents

Field Content

timestamp The date and time that the event occurred.

Userid The subject (user) who performed the action.

Action A description of the action, including the outcome
performed (success or failure) and the event type.

TOE Security Functional Requirements Satisfied: FAU_GEN.1, FAU_SAR.1.

7.1.2 User Data Protection

Storage for the cluster is provisioned as unitiedatontainers which are created from one or mers bf
disk storage (storage pools). The TOE can prowgictess to containers via NFS shares, which provide
access to storage to hosts on the network.

The TOE implements a Virtual Disk Access SFP tlmttiols what storage virtual servers can access on
the TOE. This SFP controls access based on anvMiii8list stored on the TOE. Additionally, each3SIF
share is allocated a certain amount of storageestiaat, once reached, results in users not beilggtab
access additional storage.

The TOE enforces a Virtual Disk Locking SFP. Thetyal Disk Locking SFP allocates access to Virtual
Disks via a mechanism calletttual disk locking. Virtual disk locking occurs when a process ornrtual
server requests access to storage representedvbtiual disk from the leader. |If the virtual disk
currently being accessed by a different process) the TOE denies access to the requesting procgiss
the current client goes inactive for ten minutdsthe virtual disk is not currently locked, themetleader
issues a lock specifying the process ID, hostnaand, host IP address of the client. The lock allows
exclusive access to the virtual disk until therdligoes idle (stops sending requests) for ten regmufThe
lock is automatically extended if the client becsraetive again.

TOE Security Functional Requirements Satisfied: FDP_ACC.1, FDP_ACF.1, FDP_IFC.1, FDP_IFF.1.

7.1.3 ldentification and Authentication

The TOE stores attributes for administrative udecslly. These attributes include the username and
(obscured for the Web Console) password for eachlliestored administrative user. The TOE requires
Web Console and nCLI administrative users to usairsepasswords. Secure passwords for these
interfaces are defined as being at least eightaciens in length.

Administrative users must identify and authentidhmselves to the TOE before being granted adoess
any of the management functionality provided via ¥Web Console and nCLI. Passwords are obfuscated
when being typed into a login prompt on the Web soxda
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TOE Security Functional Requirements Satisfied: FIA_ATD.1, FIA_SOS.1, FIA_UAU.2, FIA_UAU.7,
FIA_UID.2.

7.1.4 Security Management

All management of the TOE functionality takes pldabeough the Web Console and nCLI. The Web
Console offers various pages for user managemerstg/M management (for viewing statistics), and
storage management. Likewise, the nCLI offerstaseommands for managing these features. The NFS
whitelist can be managed to permit access to NB&eshon the storage system (this access is restiigt
default). The roles available from the managenm@etfaces are the same for the nCLI and Web Censol
they are User Administrator, and Cluster Administra Administrative users can assume both roles
simultaneously.

TOE Security Functional Requirements Satisfied: FMT_MSA.1,FMT_MSA.3,FMT_MTD.1,
FMT_SMF.1, FMT_SMR.1.

7.1.5 Protection of the TSF

In the event of a node or disk failure, the TOE mtains a secure state by continuing to offer alltef
functionality in the event of:

» failure of a single node in a multi-node system,
« failure of up to all disks on a node in a multi-eagystem.

This is possible because the TOE stores metadataéh virtual disk on three different nodes, aathdor
each virtual disk on two different nodes for futide redundancy. Additionally, the TOE stripes data
across RAID 1 arrays that are setup on the fileesyspreventing data loss from the failure of aykardisk.

TOE Security Functional Requirements Satisfied: FPT_FLS.1.

7.1.6 Resource Utilization

The TOE duplicates virtual disk data across mudtipbdes to provide redundancy in the event of:
» failure of a single node in a multi-node system,
» failure of up to all disks on a node in a multi-eaglstem.

This allows the TOE to remain fully operationakiire event that one of these components fails.

TOE Security Functional Requirements Satisfied: FRU_FLT.2.

7.1.7 TOE Access

The TOE provides the ability for administrative isséo terminate their sessions via the management
interfaces. This can be accomplished through theb Wonsole by clicking the “logout” button,and
through the nCLI by typing thexi t command.

TOE Security Functional Requirements Satisfied: FTA_SSL.4.
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8

8.1 Conformance Claims Rationale

Rationale

This Security Target conforms to Part 2 and Paot the Common Criteria for Information Technology
Security Evaluation, Version 3.1 Release 4. There are no extended SFBARs contained within this
ST. There are no protection profile claims fostBiT.

8.2 Security Objectives Rationale

This section provides a rationale for the existeateach threat, policy statement, and assumptian t

compose the Security Target.

Sections 8.2.1, 8ah#d 8.2.3 demonstrate the mappings between the
threats, policies, and assumptions to the secutijectives are complete. The following discussion

provides detailed evidence of coverage for eadkathpolicy, and assumption.

8.2.1 Security Objectives Rationale Relating to Threats

Table 13 below provides a mapping of the objectteethe threats they counter.

Table 13 Threats: Objectives Mapping

Threats

T.DATA_CORRUPTION

User data and configuration data
could become corrupted due to
hardware failure or incorrect
system operations.

Objectives

O.ADMIN
The TOE must provide a method

Rationale

O.ADMIN counters this threat by
allowing administrative users to

for administrative users to manage | properly configure the
the TOE. mechanisms of the TOE that
prevent data corruption.
O.USER_DATA O.USER_DATA counters this
The TOE must prevent | threat by providing mechanisms to

unauthorized modifications to
configuration and user data that it
has been entrusted to protect.

protect the configuration and user
data that has been entrusted to
the TOE against unauthorized
modifications as a result of race
conditions.

O.FAULT_TOLERANCE

The TOE must be resilient against
node or disk failures that might
affect the security of the
information it contains.

O.FAULT_TOLERANCE
counters this threat by ensuring
that the TOE is capable of
maintaining a secure state and
offering its full set of functionality
in the event of a node or disk
failure.

T.IMPROPER_SERVER
A TOE user or attacker could
attempt to bypass the access
controls provided by the TOE by
using one of the systems
connected to the TOE.

O.ADMIN
The TOE must provide a method

for administrative users to manage
the TOE.

O.ADMIN counters this threat by
allowing administrative users to

properly configure the
mechanisms of the TOE designed
to control the Access and

Information Flow Control Policies.

OE.PROPER_NAME_ASSIGNME
NT

Each VM within the TOE

OE.PROPER_NAME_ASSIGNME
NT counters this threat by
ensuring that the unique server
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Threats Objectives Rationale
Environment must provide | identifiers provided to the TOE
accurate unique server identifiers |are accurate. This allows the
for each server (running as a guest | mechanisms provided by
VM) that accesses storage on the| O.PROTECT to properly protect
TOE. data.
O.USER_DATA O.USER_DATA counters this
The TOE must prevent |threat by providing adequate
unauthorized modifications to|mechanisms to  give  only
configuration and user data that it |authorized servers access to
has been entrusted to protect. configuration data.
OE.SECURE_COMMUNICATIO |OE.SECURE
N COMMUNICATIONS  counters
The TOE Environment must|this threat by ensuring that all
provide un-tampered | communications with the TOE are
communications between systems | un-tampered for administration of
connected to the TOE. the TOE, internal TOE

communications, and data sent to
or from the TOE.

O.AUTHENTICATE O.AUTHENTICATE counters this
The TOE must authenticate |threat by ensuring that
administrative users before | administrative users are
granting them access to TOE authenticated before allowing
functionality that can affect the|access to TOE management
enforcement of security | functionality. This objective also
functionality provided by the TOE. | ensures that strong credentials
Administrative users must use|are used for administrative user
secure credentials to access TOE | login.
functionality.

T.NO_AUDIT O.AUDIT O.AUDIT counters this threat by

An TOE user or attacker may
perform security-relevant
operations on the TOE without
being held accountable for them.

The TOE must record events of
security relevance at the "not
specified" level of audit. The TOE
must provide authorized
administrators with the ability to
review the audit trail in order to
identify when misconfigurations
have occurred.

ensuring that an audit trail of
management events and alerts on
the TOE is preserved, and that
accurate timestamps are provided
for all audit records, allowing the
order of events to be preserved.

Every Threat is mapped to one or more Objectivesthie table above.

demonstrates that the defined security objectivemier all defined threats.

8.2.2 Security Objectives Rationale Relating to Policies
There are no OSPs defined for this ST.
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8.2.3 Security Objectives Rationale Relating to Assumptions

Table 14 below gives a mapping of assumptions baehvironmental objectives that uphold them.

Table 14 Assumptions: Objectives Mapping

Assumptions

ANOEVIL

It s assumed  that  the
administrators who manage the
TOE are not careless, negligent, or
willfully hostile, are appropriately
trained, and follow all guidance.

Objectives

OE.NOEVIL

Sites using the TOE shall ensure
that TOE administrators are not
careless, negligent, or willfully
hostile, are appropriately trained,
and follow all guidance.

Rationale

OE.NOEVIL upholds this
assumption by ensuring that
administrative users are not
careless, negligent, or willfully

hostile, are appropriately trained,
and follow all guidance.

ALLOCATE OE.PHYSICAL OE.PHYSICAL  upholds this
It is assumed that the TOE is|The TOE will be used in a|assumption by ensuring that
located within a controlled access | physically secure site that protects | physical security is provided for
facility and is physically available to|it  from  interference  and|the TOE.

authorized administrators only. tampering by un-trusted subjects.

A.CONNECTIVITY OE.CONNECT OE.CONNECT  upholds this
It is assumed that the |IT|The TOE administrators will |assumption by ensuring that the

Environment will be configured in
such a way as to allow TOE users
to access the information stored
on the TOE.

configure the IT Environment so
that users have proper network
support to be able to access data
on the TOE.

IT Environment is configured
appropriately to allow users to
access information stored on the
TOE.

A.TIME

It is assumed that the IT
Environment will provide the time
for the TOE from a reliable source.

OE.TIME
The TOE Environment must
ensure that the time is provided
to the TOE from a reliable
source.

OE.TIME upholds this assumption
by ensuring that the time will be
provided to the TOE from a
reliable source.

A.INTERNAL_STORAGE_NETW
ORK

The network that the TOE uses
for storage transfer is intended to
be an internal private network that
is protected from access by entities
outside of the organization.
External access to storage services
are blocked by the TOE
environment.

OE.INTERNAL_STORAGE_NET
WORK

The TOE environment must limit
access to the TOE from external
entities such that only internal
hosts can access the NFS storage
functionality provided by the TOE.

OE.INTERNAL_STORAGE_NET
WORK  upholds this assumption
by ensuring that only internal
hosts can access the NFS storage
provided by the TOE.

A.INTERNAL_USERS

It is assumed that TOE users
accessing the storage on the TOE
reside on the internal network and
are not careless, negligent, or
willfully hostile with regard to their
access of the TOE.

OE.INTERNAL_USERS
Sites using the TOE shall ensure

that internal wusers are not
careless, negligent, or willfully
hostile.

OE.INTERNAL_USERS  upholds
this assumption by ensuring that
the internal users accessing TOE
storage are not careless, negligent,
or willfully hostile.

Every assumption is mapped to one or more Objextimethe table above.

demonstrates that the defined security objectipd®ld all defined assumptions.
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8.3 Rationale for Extended Security Functional

Requirements

There are no extended SFRs defined for this ST.

8.4 Rationale for Extended TOE Security

Assurance Requirements
There are no extended SARs defined for this ST.

8.5 Security Requirements Rationale

The following discussion provides detailed evidenteoverage for each security objective.

8.5.1 Rationale for Security Functional Requirements of the TOE

Objectives

Table 15 below shows a mapping of the objectivestha SFRs that support them.
Table 15 Objectives: SFRs Mapping

Objective

Requirements Addressing the

Objective

Rationale

O.ADMIN

The TOE must provide a method
for administrative users to manage
the TOE.

FIA_ATD.I
User attribute definition

This requirement supports
O.ADMIN by ensuring that
administrative user attributes are
maintained by the TOE.

FMT_MSA.I
Management of security attributes

This requirement supports
O.ADMIN by specifying the
security attributes of the TOE
that can be modified and which
administrative roles can modify
them.

FMT_MSA3
Static attribute initialisation

This requirement supports
O.ADMIN by specifying that
restrictive values are used by the
access controls enforced by the
TOE and specifying the
administrative roles that can set
alternate values.

FMT_MTD.I
Management of TSF data

This requirement supports
O.ADMIN by specifying what
roles can operate on TSF data

contained in the TOE
configuration.
FMT_SMF.1 This requirement supports
Specification  of = Management | O.ADMIN by specifying each of
Functions the management functions that
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Objective

Requirements Addressing the

Rationale

Objective

are used to securely manage the
TOE. These functions are
provided by the TOE management
interfaces.

FMT_SMR.I
Security roles

This requirement supports
O.ADMIN by specifying the
administrative roles defined to
govern management of the TOE.

FTA_SSL.4
User-initiated termination

This requirement supports
O.ADMIN by providing
administrative users with the

option to log out of an active

session with the management
interfaces.
O.AUDIT FAU_GEN.| This requirement supports

The TOE must record events of
security relevance at the "not
specified" level of audit. The TOE
must provide authorized
administrators with the ability to
review the audit trail in order to

Audit Data Generation

O.AUDIT by requiring the TOE
to produce audit records for the
system security events.

FAU_SAR.I
Audit review

This requirement supports
O.AUDIT by requiring the TOE

. . . . to make the recorded audit

identify when misconfigurations . .

have occurred. records available for review.

O.AUTHENTICATE FIA_SOS.I This requirement supports

The TOE must authenticate | Verification of secrets O.AUTHENTICATE by requiring

administrative users before administrative users to define

granting them access to TOE secure passwords.

functionality that ffect th

eunr}grlc?:;:aZt 2 ocfa na i:curite FIA_UAU.2 This requirement supports
— . Y| User authentication before any | O.AUTHENTICATE by requiring

functionality provided by the TOE. i TOE dministrat .

Administrative users must use 2°%°" . adminis r.a ors . °

authenticate their claimed

secure credentials to access TOE
functionality.

identities before the TOE will

perform any actions on their
behalf via the management
interfaces.
FIA_UAU.7 This requirement supports
Protected authentication feedback | O.AUTHENTICATE by

preventing passwords from being
read while typing them into the

login prompts for the TOE
management interfaces.
FIA_UID.2 This requirement supports
User identification before any| O.AUTHENTICATE by requiring
action administrators to identify

themselves before the TOE will
perform any actions on their
behalf.
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Objective

Requirements Addressing the

Rationale

O.FAULT_TOLERANCE

The TOE must be resilient against
node or disk failures that might
affect the security of the
information it contains.

Objective

FPT_FLS.1
Failure with
secure state

preservation  of

This requirement supports
O.FAULT_TOLERANCE by
ensuring that the TOE maintains a
secure state in the event of a disk
or node failure.

FRU_FLT.2
Limited fault tolerance

This requirement supports
O.FAULT_TOLERANCE by
ensuring that the TOE does not
lose any functionality in the event
of a disk or node failure.

O.USER_DATA

The TOE must prevent
unauthorized  modifications  to
configuration and user data that it
has been entrusted to protect.

FDP_ACC.I
Subset access control

This requirement supports
O.USER_DATA by enforcing an
access control policy that ensures
that only authorized devices gain
access to user and configuration
data within the TOE.

FDP_ACF.| This requirement supports

Security attribute based access| O.USER_DATA by providing

control access control functionality to
manage access to user and
configuration data within the
TOE.

FDP_IFC.I This requirement supports

Subset information flow control

O.USER_DATA by enforcing an
information flow control policy
that ensures that access to user
data is granted in a controlled

manner  to  prevent  data
anomalies.
FDP_IFF.1 This requirement supports
Simple security attributes O.USER_DATA by providing
information flow control

functionality to manage data flows
to user data within the TOE.

8.5.2 Security Assurance Requirements Rationale
EAL2+ was chosen to provide a low to moderate lefelssurance that is consistent with good commakrci

practices.

As such, minimal additional tasks adexqd upon the vendor assuming the vendor follows

reasonable software engineering practices and aide support to the evaluation for design antirigs
efforts. The chosen assurance level is appropwitethe threats defined for the environment. TIiG@E

is expected to be in a non-hostile position and exdbd in or protected by other products designed to

address threats that correspond with the intendetlomment. At EAL2+, the system will have incuira
search for obvious flaws to support its introductioto the non-hostile environment.
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The augmentation of ALC_FLR.2 was chosen to giveatgr assurance of the developer’s on-going flaw
remediation processes.

8.5.3 Dependency Rationale

The SFRs in this ST satisfy all of the requiredetefencies listed in the Common Criteria and appléea
PPs. Table 16 lists each requirement to whichTil®& claims conformance and indicates whether the
dependent requirements are included. As the tabieates, all dependencies have been met.

Table 16 Functional Requirements Dependencies

SFR ID

Dependencies

Dependency
Met

Rationale

FAU_GEN.I FPT_STM.I v Although FPT_STM.I is
not claimed, the TOE
acquires the time from a
trusted NTP server in
the TOE environment.
FAU_SAR.I FAU_GEN.I v
FDP_ACC.I FDP_ACEF.1 v
FDP_ACEF.| FDP_ACC.I v
FMT_MSA.3 v
FDP_IFC.I FDP_IFF.1 v
FDP_IFF.1 FDP_IFC.I v
FMT_MSA.3 4 There is no management
available for the
information flow control
policy beyond the
automatic assignment,
release, and renewal of
virtual disk locks.
Therefore, FMT_MSA.3
does not need to be met
for this requirement.
FIA_ATD.I None Not applicable
FIA_SOS.I None Not applicable
FIA_UAU.2 FIA_UID.I v Although FIA_UID.I is
not claimed, FIA_UID.2,
which is hierarchical to
FIA_UID.1, is.
FIA_UAU.7 FIA_UAU.I v Although FIA_UAU.I is
not claimed, FIA_UAU.2,
which is hierarchical to
FIA_UAU.I, is.
FIA_UID.2 None Not applicable
FMT_MSA.I FMT_SMF.1 v
FMT_SMR.I v
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SFR ID Dependencies Dependency Rationale
Met
FDP_ACC.I v
FMT_MSA.3 FMT_MSA.I v
FMT_SMR.I v
FMT_MTD.I FMT_SMF.1 v
FMT_SMR.I v
FMT_SMF.1 None Not applicable
FMT_SMR.I FIA_UID.I 4 Although FIA_UID.I is

not claimed, FIA_UID.2,
which is hierarchical to

FIA_UID.1, is.
FPT_FLS.1 None Not applicable
FRU_FLT.2 FPT_FLS.1 v
FTA_SSL.4 None Not applicable
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9 Acronyms

This section and Table 17 define the acronyms treedighout this document.

Table 17 Acronyms

| Definition

CC Common Criteria
CEM
CLI
CM
CVM
DAS
DRS
EAL
\GbE
HOT
ILM
1o
IP
T
KVM

Common Evaluation Methodology

Command Line Interface

Configuration Management

Controller Virtual Machine

Direct Attached Storage

Distributed Resource Scheduling

Evaluation Assurance Level

Gigabit Ethernet

Google File System

Graphical User Interface
High Availability
Hard Disk Drive

Heat Optimized Tiering
HTTPS Secure Hypertext Transfer Protocol

Identifier

Information Lifecycle Management
Input/Output

Internet Protocol
IPMI Intelligent Platform Management Interface
Information Technology

Kernel-based Virtual Machine

Network Attached Storage

Nutanix CLI

NDFS Nutanix Distributed File System

| NFS Network File System

NOS Nutanix Operating System

PCle Peripheral Component Interconnect Express
Protection Profile
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Quality of Service

Replication Factor

Security Assurance Requirement

Security Functionality Policy

Security Functional Requirement

Service Pack

Solid State Drive

Security Target

Target of Evaluation

TOE Security Functionality

Unit

Virtual Machine
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